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Split an image into patches

Vision Transformer (ViT) Transformer Encoder
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There are multiple blocks in the VIT encoder, and each block consists of three major
processing elements:

 Layer Norm
* Multi-head Attention Network (MSA)
« Multi-Layer Perceptrons (MLP)

Layer Norm keeps the training process on track and lets the model adapt to the variations among the training images.

Multi-head Attention Network (MSA) is a network responsible for generating attention maps from the given embedded
visual tokens. These attention maps help the network focus on the most critical regions in the image, such as object(s).
The concept of attention maps is the same as that found in the traditional computer vision literature (e.g., saliency maps
and alpha-matting).

MLP is a two-layer classification network with GELU (Gaussian Error Linear Unit) at the end. The final MLP block also
called the MLP head, is used as an output of the transformer. An application of softmax on this output can provide
classification labels (i.e., if the application is Image Classification).
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flatten the patches and map to D dimensions with a trainable linear projection
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Layer normalization (LN)
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The attention mechanism used in the Transformer uses three variables: Q
(Query), K(Key), and V (Value). Simply put, it calculates the attention weight
of a Query token (token: something like a word) and a Key token and
multiplies the Value associated with each Key. In short, it calculates the
association (attention weight) between the Query token and the Key token
and multiplies the Value associated with each Key.
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Defining the Q, K, and V calculation as a single head, the
multi-head attention mechanism is defined as follows.

Z; = MSA(LN(Z,_1)) + Z;

) Multi-Headed Attention
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MLP Layer

Z,=MLP (LN(Z)) + 2,1 =1, ..., L

MLP (LN(Z])) = Woo(WiLN(Z]) + by) + b,
WlIWZ = R(N+1)><(N+1)
o0 =GELU(x) = xP(X < x) =xP(x) = 0.5x(1 + tanh(\/% (x + 0.0447x3))

GELU: Gaussian Error Linear Unit
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Copy from ChatGPT

The MLP (Multi-Layer Perceptron) layer is one of the key components of
the Transformer, which is a type of neural network architecture used for
natural language processing tasks, such as machine translation, text
classification, and language modeling. The Transformer was introduced in
the paper "Attention is All You Need" by Vaswani et al. in 2017, and has
become a popular model in the field of deep learning due to its ability to
effectively model long-range dependencies in seguences.

The MLP layer in the Transformer is used to process the input embeddings
of each token in the sequence independently and non-linearly. It consists of
two feed-forward layers with a ReLU activation function applied in between.
The MLP layer is applied independently to each token in the sequence,
which allows for parallel processing of the tokens, making it highly efficient
for handling long segquences.



The input to the MLP layer is a tensor of shape (batch_size, seq length, d _model),
where batch_size is the number of input sequences in a batch, seq_length is the length
of the input sequences, and d_model is the dimensionality of the input embeddings.

The output of the MLP layer is also a tensor of the same shape (batch_size,
seq_length, d_model).

The MLP layer can be mathematically described as follows:
First, a linear transformation is applied to the input tensor, which involves

multiplying the input tensor by a learnable weight matrix and adding a learnable
bias vector. This operation can be expressed as:

linear_1 output = input_tensor * W1 + bl

where W1 is the weight matrix and b1l is the bias vector for the first linear
transformation.

Next, a ReLU activation function is applied element-wise to the linear 1 output, which
Introduces non-linearity to the model:

relu_output = ReLU(linear_1 output)



Finally, another linear transformation is applied to the output of the RelLU
activation, which involves multiplying the output of the ReLU activation by
another learnable weight matrix and adding another learnable bias vector:

linear_2 output = relu_output * W2 + b2

where W2 is the weight matrix and b2 is the bias vector for the second linear
transformation.



import torch

import torch.nn as nn

class MLP(nn.Module):

def __init_ (self, d_model, d_ff):

super(MLP, self). __init_ ()
self.fcl = nn.Linear(d_model, d_ff)
self.fc2 = nn.Linear(d_ff, d_model)
self.relu = nn.ReLU()

def forward(self, x):
Args:
X: Input tensor of shape (batch_size, seq_length, d_model)
Returns:
mlp_output: Output tensor of MLP layer of shape (batch_size, seq_length, d_model)
# Linear transformation 1
linearl output = self.fc1(x)
relu_output = self.relu(linearl_output)
# Linear transformation 2
linear2_output = self.fc2(relu_output)
# Additive residual connection
mlp_output = x + linear2_output
return mlp_output



Altogether, these patch projections and positional embeddings form a larger
matrix that'll soon be put through the Transformer Encoder.

Image ~=} Patch Projections + *pos -=}~ Transformer Encoder
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The MLP Head inputs the Transformer outputs related to the special [class] embedding and ignores the other outputs.



Six applications of Vision Transformers



Image Classification
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Image captioning

A person on a dirt bike jumping in the air. A cat sitting on the edge of a sink. A person on a motorcycle is racing on a track.




Imaae seamentation

MiDaS (MIX 6) DPT-Hybrid DPT-Large

Fxgurc 2. Sample results for monocular depth estimation. Compared to the fully-convolutional network used by MiDaS, DPT shows better
global coherence (e.g., sky, second row) and finer-grained details (e.g., tree branches, last row).

DPT (DensePredictionTransformers)



Anomaly detection

VT-ADL: A Vision Transformer Network for Image Anomaly Detection and Localization

ANDNALY GRCUNTIUT™ HEATMAP

Ancmaly soom

Code: https://github.com/pankajmishraO00/VT-ADL
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Transformer Encoder

 The input patches are first mapped to the embedding space and are
augmented with positional information

Zy = [Xciass; X3E; .., XNE| + Eppos (1)

2
E € R(P .C)XD’EPOS = R(N+1)><D
 Then passed to a Multi-headed Self-Attention block
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Layer normalization (LN)
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Multi-headed Self-Attention (MSA) block
Z, = MSA(LN(Z,_1)) + Z;_4,1 =1, ..., L

MLP

Z,=MLP (LN(Z))) +Z[,1=1,..,L



Transformer Decoder

The decoder is used to decode the reconstruction vector
back to the original image shape. It maps R>1? — RIXWXC p
our experiments with the MV Tec and BTAD dataset, we used
5 transposed convolutional layers, with batch normalization
and ReLU in-between, except for the last layer, we use tanh
as the final nonlinearity



Gaussian Mixture Density Network

exp(ak (x))
Wi (%) = K exp(al(x)’
scores emitted by the neural networks.
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OBJECTIVE AND LOSSES

* Training the network has two objectives:

on one side we want the decoder output to resemble the
network input, as in reconstruction-based anomaly detection. This
forces the encoder to catch features that are relevant to describe
the normal data.

On the other side, the goal is to train the
Gaussian mixture density network to model the manifold
where the encoded features of normal images reside.



 Mean Squared Error (MSE):

1 ~112 .
MSE = - |X — X||”. _— the Frobenius norm

 The Structural Similarity Index (SSIM)

(Zﬂxﬂy + Cl)(zo-xy + CZ)

SSIM(X,Y) =
(uz + u5 + C)(of + 0y + ()

 Hence, the final objective function to minimize is
the weighted addition of the above three losses.

L(X) = —LL + A,MSE(X,X) + 2,SSIM(X,X),A, = 5,4, = 0.5



Action recognition

Interesting paper by the Google Research team where they
use a pure-transformer based models for video
classification, drawing upon the recent success of such
models In image classification. The model extracts
spatiotemporal tokens from the input video, which are then
encoded by a series of transformer layers.

VIVIT: A Video Vision Transformer, Anurag Arnab et
al. 2021



Autonomous driving



Segment Everything Everywhere All at
Once

Xueyan Zou et al. April 13, 2023

The success of Large Language Models (LLMs) such as ChatGPT [38] have shown the
importance of modern Al models in interacting with humans, and have provided a
glimpse of AGI [3]. The ability to interact with humans requires a user-friendly
interface that can take as many types of human inputs as possible and generate
responses that humans can easily understand.

In this work, we advocate a universal interface for segmenting everything
everywhere with multi-modal prompts. To achieve this goal, we propose a new

prompting scheme that has four important properties, versatility,
compositionality, interactivity, and semantic-awareness.
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Traini ng Token: class, Mask, 20 amino acids
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UniRef100 dataset, Fine tune the GISAID :
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Large language models generate functional protein sequences across diverse

families nature biotechnology
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