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• 1. 通用人工智能（AGI）的追求在于更强的泛化能力。泛化能力越强，智能水
平越高。

• 2.压缩就是泛化。对于一个数据集最好的无损压缩，就是对于数据集之外的数
据最佳泛化。

• 3.GPT预测下一个token的训练任务，等同于对训练数据进行无损压缩。GPT

是目前最好的数据无损压缩算法，因此具备最强的智能。

压缩即泛化，泛化即智能, 大模型, 孙思明

Summarization as a New Paradigm for Data Reduction

• Extractive Summarization Approach to Feature Selection

• Abstract Summarization Approach to Dimension Reduction



11. 1. Classical Methods for Data Reduction
• PCA

• VAE

• GAN

FPCA





11.2. Text Summarization
The goal of summarization is to compress large amounts of information 

into a shorter, low dimensional  format while retaining the most important 

and relevant  contents.

• Extractive Text Summarization

The model “extracts” the most important sentences(or features) from the original 
text and does not change the sentences (or features). 

Abstractive Text Summarization  converts a collection of text or documents into a 

short summary that include the important information in the original text ,while  

may or may not include words and/or sentences from the original text. 

• Abstract Text Summarization

Unsupervised Extractive Summarization by Pre-training Hierarchical Transformers



11.3 Extractive Text Summarization
Document Modeling

Document:𝐷 = (𝑆1, … , 𝑆 𝐷 )

Sntance: 𝑆𝑖 = 𝑤0
𝑖 , 𝑤1

𝑖 , … , 𝑤 𝑠𝑖
𝑖 , 𝑤𝑗

𝑖: token.

Begin, end of a sentence: 𝑤0
𝑖 =< 𝑠 >,𝑤|𝑠𝑖|

𝑖 =</𝑠 >

token-level Transformer: 𝑇𝑟𝑎𝑛𝑠𝑇, sequence level: 𝑇𝑟𝑎𝑛𝑠𝑆

𝐷 = (𝑆1||𝑆2 | 𝑆 𝐷

𝑇𝑟𝑎𝑛𝑠𝑇 𝐷 = (𝑣0
1, … , 𝑣 𝑠1

1 , … , 𝑣0
𝐷 , … , 𝑣

𝑠 𝐷

𝐷
)

Embedding for sentences in D: 𝑉 = (𝑣0
1, … , 𝑣0

𝐷 )

𝐻, 𝐴 = 𝑇𝑟𝑎𝑛𝑠𝑆 𝑉 ,𝐻 = (ℎ1, … , ℎ|𝐷|)

ℎ𝑖: final embedding of 𝑆𝑖, A: Self-attention matrix

𝐴𝑖𝑗 ∶ attention score from sentence 𝑆𝑖 𝑡𝑜 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑆𝑗 .

To obtain A, we first average the attention scores across different heads and then across different layers.



11.4. Pre-training
• Masked Sentences Prediction

𝐷 = 𝑆1, … , 𝑆 𝐷 , ෩𝐷 = ( ෩𝑆1, … , ෪𝑆 𝐷 )

෩𝑆𝑖 = ቊ
𝑆𝑖 85% 𝑜𝑓 𝑐𝑎𝑠𝑒𝑠

𝑀𝑎𝑠𝑘 (𝑆𝑖) 15% 𝑜𝑓 𝑐𝑎𝑠𝑒𝑠

෩𝐻 = 𝑇𝑟𝑎𝑛𝑠𝑆 ෩𝐷 ,= ෨ℎ1, . . . , ෨ℎ|𝐷|

෨ℎ𝑖: the contextual representation of ሚ𝑆𝑖

Use ෨ℎ𝑖 to predict 𝑆𝑖, one token at a time. Assuming 𝑤0:𝑗−1
𝑖 has been generated.

෨ℎ𝑗
𝑖 = 𝑇𝑟𝑎𝑛𝑠𝐷𝑒𝑐𝑀(𝑤0:𝑗−1

𝑖 , ෨ℎ𝑖) 𝑃 𝑤𝑗
𝑖 𝑤0:𝑗−1

𝑖 , ෩𝐷 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑊𝑣𝑜𝑐𝑎𝑏ℎ𝑗
𝑖)

Probability of the original sentences given ෩𝐷 is 𝑷 𝑫 ෩𝑫 = ෑ

𝑺𝒊∈𝑫

ෑ
𝒋=𝟏

|𝑺𝒊)

𝑷 𝒘𝒋
𝒊 𝒘𝟎:𝒋−𝟏

𝒊 , ෩𝑫



• Sentence Shuffling

Recall  𝐷 = 𝑆1, … , 𝑆 𝐷 .

We permutate the sentences in D and obtain 

𝐷 = 𝑆1
′ , 𝑆2

′ , … , 𝑆 𝐷
′ , where 𝑆𝑃𝑖

′ = 𝑆𝑖 ,

𝑃𝑖is  the position in 𝐷′ .

Figure 3: An example of Sentence Shuffling. The
sentences in the document are shuffled and then pass
through the hierarchical encoder, then a Pointer Network
with TransDecP as its decoder is adopted to predict
the positions of original sentences in the shuffled
document.

𝐻′ = (ℎ1
′ , … , ℎ 𝐷

′ )

Given 𝑃0, 𝑃1, … , 𝑃𝑡−1, to predict 𝑃𝑡,

Using Point Network Transformer Decoder𝑇𝑟𝑎𝑛𝑠 𝐷𝑒𝑐𝑃:

𝐸𝑃𝑖 : Absolute positional embedding of 𝑃𝑖
In original document.

𝑷𝒊: Positional embedding of 𝑃𝑖 𝑑𝑢𝑟𝑖𝑛𝑔 𝑑𝑒𝑐𝑜𝑑𝑖𝑛𝑔

ℎ1
′ 𝑃1 = 1 , 𝐸𝑝1: 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛 𝑜𝑓 𝑃1 = 1 𝑖𝑛 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝐷𝑜𝑐

𝑀𝑡−1 = (ℎ𝑝1
′ + 𝒑𝟏 + 𝑬𝑷𝟏 , … , 𝒉𝒑𝒕−𝟏

′ + 𝒑𝒕−𝟏 + 𝑬𝒑𝒕−𝟏)

Output: ℎ𝑡
0 = 𝑇𝑟𝑎𝑛𝑠 𝐷𝑒𝑐𝑃(𝑀𝑡−1)



Then the probability of selecting 𝑆𝑃𝑡
′ :

p 𝑃𝑡 𝑃1:𝑡−1, 𝐷
′ =

exp(𝑔 ℎ𝑡
0,ℎ𝑝𝑡

′ )

σ
𝑖=1
|𝐷|

exp(𝑔 ℎ𝑡
0,ℎ𝑖

′ )
, where g is the feedforward neural network:

𝑔 ℎ𝑡
0, ℎ𝑖

′ = 𝑉𝑎
𝑇 tanh 𝑈𝑎ℎ𝑡

0 +𝑊𝑎ℎ𝑖
′ , 𝑉𝑎 ∈ 𝑅𝑑×1, 𝑈𝑎 ∈ 𝑅𝑑×𝑑 ,𝑊𝑎 ∈ 𝑅𝑑×𝑑 .

Finally the probability of positions of original sentences in the shuffled document is:

𝑃 𝑷 𝑫′ =ෑ
𝒕=𝟏

|𝑫|

𝒑(𝑷𝒕|𝑷𝟎:𝒕−𝟏,𝑫′)

During training, for each batch of documents we apply both the masked sentence
prediction and sentence shuffling tasks. One document D generates

• Loss Function:

𝐿 𝜃 = − σ𝐷∈𝒳 log 𝑝 𝐷 ෩𝐷 + log 𝑝(𝑃|𝐷′) , where 𝒳 is the training document set.



11.5. Unsupervised Summarization

In this section, we propose our unsupervised extractive summarization method. 

Extractive summarization aims to select the most important sentences in 

document. Once we have obtained a hierarchical encoder using the pre-training 

methods in Section11.4, we are ready to rank sentences and no additional fine-

tuning is needed in this step.

Finding the most important sentence is equivalent to finding the sentence with 

highest probability . To make the probabilities of different sentences comparable, 

we normalize them by their length. Define ranking criterion:

Ƹ𝑟𝑖 =
1

|𝑆𝑖|
෍

𝑗=1

|𝑆𝑖|

𝑝(𝑤𝑗
𝑖|𝑤0:𝑗−1,

𝑖 𝐷\𝑆𝑖)

Normalize it across sentences, finally we obtain the sentence ranking criterior:

෤𝒓𝒊 =
ො𝒓𝒊

σ
𝒋=𝟏
|𝑫|

ො𝒓𝒋



11.6. Modified  Sentence Ranking Criterion

• Second ranking criteria

Model the contributions of other sentences to the current sentence explicitly.

the self-attention matrix of the sentence level Transformer encoder: 𝐴

𝐴𝑗𝑖: Attention score from 𝑆𝑗 to 𝑆𝑖

the second ranking score for 𝑺𝒊

𝒓𝒊
′ =෍

𝒋=𝟏,𝒋≠𝒊

|𝑫|

𝑨𝒋𝒊 × ෤𝒓𝒋

• Final ranking Score

𝒓𝒊 = 𝜶෤𝒓𝒊 + 𝜷𝒓𝒊
′ 𝛼, 𝛽 are coefficients tuned on development set. 

𝑟𝑖 can be computed iteratively by assigning 𝑟𝑖 to ǁ𝑟𝑖



11.7. Feature Selection

SEQUENTIAL ATTENTION FOR FEATURE SELECTION, Yasuda et al. 2023     

The code is available at: github.com/google-research/google-research/tree/master/sequential attention



Algorithm

Step 1: Input sentence embedding matrix 𝑋 ∈ 𝑅𝑒×𝑑 , label 𝑦 ∈ 0,1 𝑜𝑟 𝑦 ∈
𝑅,neural network for classification 𝑓(𝑋, 𝜃), loss function 𝑙, size 𝑘, 𝑑:the num of feat  

Step 2: Initialize 𝑺 ← ∅

For 𝑡 = 1 to 𝑘 do

𝜃∗, 𝑤∗ = argmin
𝜃,𝑤

𝑙(𝑓(𝑋⨀𝑊, 𝜃), 𝑦),𝑊 = 𝟏𝑒𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑤, ҧ𝑆)𝑇

𝑆𝑜𝑓𝑡𝑚𝑎𝑥𝑖(w, ҧ𝑆) = ቐ
1 𝑖 ∈ 𝑆

exp(𝑤𝑖)

σ
𝑗∈ഥ𝑆

exp(𝑤𝑗)
𝑖 ∈ ҧ𝑆 = [𝑑]\S 𝑤 =

𝑤1

⋮
𝑤𝑑

,

𝑆𝑜𝑓𝑡𝑚𝑎𝑥 𝑤, ҧ𝑆 =
𝑠𝑜𝑓𝑡𝑚𝑎𝑥1(𝑤, ҧ𝑆)

⋮
𝑠𝑜𝑓𝑡𝑚𝑎𝑥1(𝑤, ҧ𝑆)

Set  𝑖∗ ← 𝑎𝑟𝑔max
𝑖∉𝑆

𝑤𝑖
∗

Update  𝑆 ← 𝑆 ∪ {𝑖∗}

Return 𝑆



Smply put, recall (in the context of ROUGE) refers to how much of the reference 

summary the system summary is recovering or capturing. 

ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation. It 

is essentially a set of metrics for evaluating automatic summarization of 

texts as well as machine translations. It works by comparing an 

automatically produced summary or translation against a set of reference 

summaries (typically human-produced).

Datasets and Architecture
CNN/DailyMail:

NYT: 

287,226 articles for training, 13,368 for validation and 11,490 for test

36,745 for training, 5,531 for validation and 4,375 for test.

tokenized with the UTF-8 based BPE tokenizer used in RoBERTa and GPT-2

and the resulting vocabulary contains 50,265 subwords.

Token Level: L = 12;H = 768;A =12.

Sentence Level: L = 6;H = 768;A = 12 4 Nvidia Tesla V100 GPU







Figure 4: Proportion of extracted sentences by different unsupervised models against 

their positions



11. 8. Applications to protein and DNA Sequences



Lung Cancer

Breast Cancer

Colon Cancer

Amino Asid Sequence <-> Word Protein <-> Sentence 

Protein Protein 

(Gene)



Lung Cancer

Breast Cancer

Colon Cancer

DNA Sequence <-> Word Exon - Intro <-> Sentence 

DNA 
Exon 1 Intron 1

Polygenic Score



𝑿 (A segment of sequence, gene, risk factor) 

Embedding (𝒉𝟎)

Transformer

𝒉𝑳𝒛

Discriminator

(෡𝒀, 𝒉𝑳)

Real (𝒀, 𝒉𝑳)

Real or Fake?

(෡𝒀, 𝒉𝑳)

𝑫𝑿→𝒀 = {𝒉𝒊
𝑳, ෡𝒀𝒊 = 𝑮 𝒁𝒊, 𝒉𝒊

𝑳 , 𝒊 = 𝟏,… , 𝒏}

෡𝒀 = 𝑮(𝒁, 𝒉𝒍)

𝑫𝒕 = 𝒉𝒊
𝑳, 𝒀𝒊, 𝒊 = 𝟏,… , 𝒏

𝑫 = { ෡𝒀𝟏, 𝟏 , … , ෡𝒀𝒏, 𝟏 ∪ 𝒀𝟏, 𝟎 , … , 𝒀𝒏, 𝟎 }

𝒍 = ቊ
𝟏 ෡𝒀𝒊
𝟎 𝒀𝒊

Two Sample Test

= { 𝒛𝟏, 𝒍𝟏 , … , 𝒛𝟐𝒏, 𝒍𝟐𝒏 }

𝑻𝑪(𝑿→𝒀) =
𝟏

𝒏𝒕𝒆
෍

(𝒉𝒊,𝒍𝒊)∈𝑫𝒕𝒆

𝒘𝒊

𝒘𝒊 = 𝑰[𝑰 𝒇 𝒉𝒊 >
𝟏

𝟐
= 𝒍𝒊]

𝑻 )𝒄(𝑿→𝒀 ~𝟎. 𝟓, 𝑿 → 𝒀

𝑿 𝒄𝒂𝒖𝒔𝒆𝒔 𝒀.

Pair-wise causal analysis (GAN)



How can I get all the proteins involved in a given disease?

https://www.uniprot.org/help/disease_query

https://www.uniprot.org/

Information relevant to diseases associated with a given protein are found in the 
section 'Disease/Phenotypes and variants'. The information given (including the 
disease name) is consistent with the literature and the OMIM database.

You can use three methods to search proteins associated with a given disease.

UniProt

Data Sources



Human Genome Resources at NCBI

DNA Data Sources

https://www.ncbi.nlm.nih.gov/genome/guide/human/

OMIM

OMIM is a comprehensive, authoritative compendium of human 

genes and genetic phenotypes that is freely available and updated 

daily. OMIM is authored and edited at the McKusick-Nathans 

Institute of Genetic Medicine, Johns Hopkins University School of 

Medicine, under the direction of Dr. Ada Hamosh. Its official home is 

omim.org.

The Human Gene Mutation Database

https://www.hgmd.cf.ac.uk/ac/index.php
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