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News



Introducing Microsoft 365 Copilot — your 
copilot for work
https://news.microsoft.com/reinventing-productivity

Automate Your Works

GPT-4





Evolutionary-scale prediction of 

atomic-level protein structure with 

a language model

SCIENCE 16 Mar 2023
379, pp. 1123-1130

trained transformer protein language 
models with up to 15 billion parameters 
on experimental and high-quality predicted
structures and found that information 

about atomic-level structure emerged 
in the model as it was scaled up. They 
created ESMFold, a sequence-to-structure 
predictor that is nearly as accurate as 
alignment-based methods and considerably
faster. The increased speed permitted the
generation of a database, the ESM
Metagenomic Atlas, containing more 

than 600 million metagenomic proteins. 



AI for Science: An Emerging Agenda
This report documents the programme and the outcomes of Dagstuhl Seminar 22382 "Machine Learning 

for Science: Bridging Data-Driven and Mechanistic Modelling".

Today's scientic challenges are characterised by complexity. Interconnected natural, technological, and 

human systems are inuenced by forces acting across time- and spatial-scales, resulting in complex 

interactions and emergent behaviours. Understanding these phenomena | and leveraging scientic

advances to deliver innovative solutions

to improve society's health, wealth, and well-being | requires new ways of analysing complex systems. 

The transformative potential of AI stems from its widespread applicability across disciplines, and will only 

be achieved through integration across research domains. AI for science is a rendezvous point. It brings 

together expertise from AI and application domains; combines modelling knowledge with engineering 

know-how; and relies on collaboration across disciplines and between humans and machines. Alongside 

technical advances, the next wave of progress in the eld will come from building a community of machine 

earning researchers, domain experts, citizen scientists, and engineers working together o design and 

deploy effective AI tools.

This report summarises the discussions from the seminar and provides a roadmap to suggest how 

different communities can collaborate to deliver a new wave of progress in AI and its application for 

scientic discovery.

*

Berns et al. March 9, 2023



AI+Science Initiative at UChicago

https://datascience.uchicago.edu/researc

h/ai-science/

Scientific discovery, and innovation have traditionally 

relied on four distinct elements: theory, observation, 

simulation, and practice to advance knowledge. 

However, a new engine of scientific knowledge 

generation is now emerging.

Only powerful machines and sophisticated 

algorithms informed by domain-specific constraints 

will advance the AI+Science revolution. Modern 

artificial intelligence and machine learning will 

fundamentally change scientific discovery.

The University of Chicago Data Science Institute’s AI+Science Initiative will lay the foundations for a 

new field of research, with cross-disciplinary teams of computer scientists, mathematicians, 

statisticians, engineers, physicists, chemists, biologists, geoscientists, and other domain scientists. 

AI-enabled scientific inquiry will allow us to discover new fundamental principles; accelerate the 

pace of scientific discovery in multiple fields, identify gaps in our knowledge, models, and 

understanding; and vastly expand the range of exploration and experimentation that can be 

subject to investigation.



New  Paradigm 1: Language Models as 

General-Purpose Interfaces, Automatic 

Reasoning

Language Model-based  Automatic Data Analysis

A New Paradigme for Data Analysis



Hao et al. 2022; Language Models are General-Purpose Interfaces

MetaLM





Model Architecture

a left-to right
Transformer
decoder

complete the 
sequence

encoder

masked 

language

modeling

unidirectional Transformer

decoder, and multiple bidirectional 

encodersthat dock with the decoder



Model MNLI  (m) Acc  (mm)

GPT 87.7 87.6

BERT 86.6

RoBERT 90.2 90.2

ELECTRA 90.9

METALM 91.1 91.0

Table 3: Single-task finetuning
results on matched (-m) and 
mismatched (-mm) validation 
sets of MNLI. Each score is the
average of multiple runs with 
different random seeds



Augmented Language Models (ALMs)

Mialon et al. 2023; Augmented Language Models: a Survey

• Augmenting LMs with both reasoning and tools

• Reasoning

Reasoning is decomposing a potentially complex task into simpler subtasks the 

LM can solve more easily by itself or using tools. There exist various ways to 

decompose into subtasks, such as recursion or iteration.

• Tool.
A tool is an external module that is typically called using a rule or a special 

token and whose output is included in the ALM’s context

• Act.

The call of a tool by an ALM as an action, even if it does not have an external effect.

Typically, reasoning would foster the LM to decompose a given problem into potentially 
simpler subtasks while tools would help getting each step right, for example obtaining 
the result from a mathematical operation.



Question: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each can has 3 tennis
balls. How many tennis balls does he have now?
Answer: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6 tennis balls. 5 + 6 = 11. The
answer is 11.
Question: The cafeteria had 23 apples. If they used 20 to make lunch and bought 6 more, how many
apples do they have?
Answer:
<LM>

An example of few-shot Chain-of-Thought prompt. <LM> is to  call to the LM with the above prompt.

An example of zero-shot Chain-of-Thought prompt. <LM> is to call to the LM with the above prompt.

Question: The cafeteria had 23 apples. If they used 20 to make lunch and bought 6 more, how many
apples do they have?

Answer: Let’s think step by step
<LM>



Our proposal is simple: Allow the model to produce an arbitrary sequence of 

intermediate tokens, which we call a scratchpad, before producing the final 

answer. For example, on addition problems, the scratchpad contains the 

intermediate results from a standard long addition algorithm (see Figure 2). To train 

the model, we encode the intermediate steps of the algorithm as text and use 

standard supervised training.

Example of input and target for

addition with a scratchpad. 

The carry is recorded in the digit

following “C:”. Comments

(marked by #) are added for

clarity and are not part of the target



Paradigm 2: Text Summarization 

as Feature Selection



Our code and models are available at https://github.com/xssstory/STAS.

Xu, et al. 2020; Unsupervised Extractive Summarization by Pre-training 

Hierarchical Transformers.

The architecture of our hierarchical encoder,

the token level Transformer encodes tokens

and then The sentence level Transformer

learns final sentence representations from 

representations at <s>.

</s>: End of sentence

<s>: Begin of sentence



Finding the most important sentence is equivalent to 

finding the sentence with highest probability 

𝑷(𝑺𝒊|𝑫\𝑺𝒊)



Cho et al. 2022; Toward Unifying Text Segmentation and Long Document Summarization
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Pandey et al. 2021;  VAEs meet Diffusion Models: Efficient and High-Fidelity Generation





New  Paradigm 3:  Tabular Data



Embedding Example



Sample BTG2 FAS MKK4 JNK7

1 0.405 0.326 0.234 0.348

2 0.089 0.293 0.192 0.123

3 0.459 0.125 0.543 0.334

4 0.123 0.389 0.238 0.651

Gene Expression Data



Sample Protein Sequences

1 G R T F S V N A 0.673

2 G R T I S T F A 0.543

3 G F T F S S Y A0.485







Python package

The code is accessible via pip install be-great

LANGUAGE MODELS ARE REALISTIC TABULAR DATA     GENERATORS





Madani et al. 2023; Large language models generate functional protein 

sequences across diverse families





Kim et al. 2023; A Cell-Fate Reprogramming Strategy Reverses Epithelial-to-

Mesenchymal Transition of Lung Cancer Cells While Avoiding Hybrid States



Madani et al. 2023; Large language models generate functional protein 

sequences across diverse families



Examples in Intelligent Analysis of 

Multi-Omics  and Drug Discovery 



𝑺𝑵𝑷𝟏 … 𝑺𝑵𝑷𝒌𝟏 𝑺𝑵𝑷𝟏 … 𝑺𝑵𝑷𝒌𝟐 ⋯ 𝑺𝑵𝑷𝟏 … 𝑺𝑵𝑷𝒌𝒏

Genome Summarization

Gene Expression Summarization Protein Expression Summarization Methylation Summarization

Omics Summerization
Diffusion-

VAE

Integration and
Cell Type Cluster

Causal Networks



Trait  (Table Value)

Blood Presxsure

Protein Language Model for Table Value

DNA model for Table Value

Summarization of Milti-omics in Cells
Association 

or

Causal 

Analysis 

(Cell Type)



Drug Target 

Identification



𝒚, ,

𝒚,

𝒚,

𝒙𝟎 = 𝒇(𝒚)

Denoising Diffusion Gan

Xiao et al. 2022; TACKLING THE GENERATIVE LEARNING TRILEMMA WITH DENOISING DIFFUSION GANS



𝑻𝑪𝑬

𝑿𝟎, 𝒀 𝑫𝑮𝑨𝑩𝑿𝟎→𝒀 𝑿𝟎, ෡𝒀 𝑻𝑪(𝑿𝟎→𝒀)

Y, 𝑿𝟎 𝑫𝑮𝑨𝑵𝒀→𝑿 ෡𝑿𝟎, 𝒀 𝑻𝑪(𝒀→𝑿𝟎)

Scheme of classifier two sample test for causation using denoising diffusion GAN.

෡𝑿𝟎 = 𝒇(𝒀,𝑵𝒙)

෡𝒀 = 𝒈(𝑿𝟎, 𝑵𝒀)



Normal Disease
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Infer   Causal Networks
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Drug Target Causal Networks
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Graphic Neural Networks (GNN)

Probably the most common application of 
representing data with graphs is using 
molecular graphs to represent chemical 
structures



Pipelines of Graphic Neural Networks

Distill, 2021; A Gentle Introduction to Graph Neural Networks. https://distill.pub/2021/gnn-intro 

𝒉𝑮 = 𝑹𝑬𝑨𝑫𝑶𝑼𝑻( 𝒉𝒗
𝑳 , 𝒗 ∈ 𝓥 )



Directed Acyclic Graph Neural Networks 

• updating node representations based on those of all their predecessors sequentially, such 
that nodes without successors digest the information of the entire graph.

• A DAG is a directed graph without cycles

𝐴𝐺𝐺𝑣
𝑙 =෍

𝑢∈𝒫(𝑣)
𝛼𝑣𝑢
𝑙 (ℎ𝑣

𝑙−1, ℎ𝑢
𝑙 )ℎ𝑢

𝑙

𝛼𝑣𝑢
𝑙 ℎ𝑣

𝑙−1, ℎ𝑢
𝑙 = softmax

𝑢∈𝒫(𝑣)
( 𝑤1

𝑙 𝑇
ℎ𝑣
𝑙−1

+ 𝑤2
𝑙 𝑇

ℎ𝑢
𝑙 + 𝑤3

𝑙 𝑇
𝑦(𝑢, 𝑣))

ℎ𝑣
𝑙 = 𝐹𝑙 ℎ𝑣

𝑙−1, 𝐴𝐺𝐺𝑣
𝑙 = 𝐺𝑅𝑈𝑙 ℎ𝑣

𝑙−1, 𝐴𝐺𝐺𝑣
𝑙

ℎ𝐺 = 𝐹𝐶(max − pool
𝑣∈𝒯

(∥0
𝐿 ℎ𝑣

𝑙 , )

∥ max − pool
𝑢∈𝑆

(∥0
𝐿 ෨ℎ𝑢

𝑙 ))

This also allows producing a single output for the whole graph 

𝒫 𝑣 = 𝑠𝑒𝑡 𝑜𝑓𝑝𝑟𝑒𝑐𝑒𝑒𝑑𝑖𝑛𝑔 𝑛𝑜𝑑𝑒𝑠



Semi-causal  Language Model

Language

Model

(Drug 

Name, 

Dosage)

DTI Module
Protein LM

(Protein 
sequence,
Molecular 

graphs,
Transformer,
Tissue or Cell

Types)

Call 

Module

Causal 

Network

(Gene, 

Expression  

Level, Cell 

Type)

Target

Protein

Graphic 
Neural 

Networks
(GNN)

LLM

(Trait, 

Level)

Call  

Module

(Causal 

Analysis,

Cell Types)

Automatic Drug Discovery Analysis



Discussion

AI needs team of Works

How to work together with 

AI for Science? Statistics, Biology, 

Economics, Physics and Chemistry? 
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